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FINAL PERFORMANCE REPORT:
DISTRIBUTED LEARNING AND INFORMATION DYNAMICS

IN NETWORKED AUTONOMOUS SYSTEMS

AFOSR Grant #FA9550–09–1–0538
PI: Eric Feron (current)

Jeff S. Shamma (former)
Georgia Institute of Technology

Atlanta, GA 30332

1 Abstract
This project is motivated by the need to enable advanced operations of teams of autonomous ve-
hicles to learn and adapt to uncertain and hostile environments under effective utilization of com-
munications resources. Of particular interest is the interplay between distributed learning and
information dynamics. Distributed learning refers to a collection of interacting agents with limited
local processing, information, and communications, all seeking to achieve a global objective in an
uncertain and possibly hostile environment. Information dynamics refers to the architecture, either
inherited or designed, of information flow among the distributed agents. The interplay of dis-
tributed learning algorithms and information dynamics can have dramatic effects on the efficiency
of the collective. Specific research thrusts include: i) online resource allocation, ii) networked
operations, and iii) evolving and uncertain operations.

2 Status/Progress
We will present our research efforts on distributed learning and information dynamics according
to the following interrelated research thrusts:

• Distributed online resource allocation: The general theme of distributed learning concerns
how interacting decision making components can self-configure in the absence of a central-
ized planning authority. Of particular interest resource allocation problems, both because
of their DoD relevance (e.g., weapon-target allocation, sensor coverage, distributed rout-
ing, etc.) and their underlying special structure. This thrust emphasizes distributed resource
allocation through the use of game theoretic models and methods.

• Networked operations: The main implication of a distributed decision architecture is dis-
tributed information. Even in a multi-component setting (such as mobile robot teams), if all
components share the same information, then it is possible to recreate essentially centralized
decisions. Accordingly, true distributed architectures have costly communications and latent
dissemination of information. This thrust emphasizes decision making in networked archi-
tectures through issues such as understanding efficient network topologies and determining
what and when to communicate.
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• Evolving and uncertain environments: An appeal of distributed learning is the potential to
adapt to evolving conditions and react to disruptions such as failed components or adversarial
actions. This thrust emphasizes issues of robustness and adaptability in distributed decision
architectures as well as learning about the unknown environment.

Our objective throughout is to understand the theoretical limits of achievable performance im-
posed by distributed decision architectures and to derive constructive and computationally feasible
implementation algorithms.

2.1 Distributed online resource allocation
ADMM-based methods for Multi-agent Optimization over Undirected and Directed Net-
works: We consider a multi-agent optimization problem: a network of agents is solving a global
optimization problem over a network where the objective function is given by the sum of pri-
vately known convex local objective functions. For this problem, we present a fully distributed
Alternating Direction Method of Multipliers (ADMM) based method. We show that this method
converges at the rate O(1/T ) (T is the iteration number), which is much faster than the O(1/

√
T )

convergence rate of commonly used subgradient based methods. We study the dependence of the
algorithm on the network structure. We also develop asynchronous implementations of this algo-
rithm with similar performance. In more recent work, we developed new ADMM type algorithms
that use broadcast-based communication among agents (as opposed to pairwise communication
between pairs of agents connected through an edge), and hence are more efficient in terms of
communication exchanges. In recent work, we have developed new subgradient and ADMM-type
algorithms that can be implemented in a distributed manner over directed networks. The key idea
of these algorithms is to update estimates at each node based on incoming information, but scale the
information of each node by the ”right weights” such that in the limit the graph gets balanced, i.e.,
at each node the amount of incoming information is equal to the amount of outgoing information.

Incremental Methods for Additive Cost Convex Optimization. Motivated by machine learn-
ing problems over large data sets and distributed optimization over networks, we consider the
problem of minimizing the sum of a large number of convex component functions. We study
incremental methods for solving such problems that use information about a single component
function at each iteration. In particular, we study first order incremental methods and provide new
rate guarantees for such methods under smoothness assumptions. We provide lower bounds, which
show that these methods cannot converge faster than rate 1/k, where k is the number of iterations.
We also develop second order incremental methods and provide convergence rate results in which
condition number dependence is removed. In more recent work, we consider incremental aggre-
gated gradient methods, which process a single component function, but keep a memory of the
most recent gradients of all component functions to construct an approximation of the full gradi-
ent. In contrast with incremental gradient methods, we show that incremental aggregated gradient
methods converge linearly.

Conditions for the existence (and methods for the design) of order-constrained distributed
estimators: Consider that an autonomous LTI plant is given and that a network of local observers
assesses the output vector of the plant. Each local observer in the network is LTI and measures a
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portion of the output vector. Each local observer computes a state estimate using its measurements
and the state estimates of other local observers shared according to a pre-selected neighborhood
structure. We have proposed an update rule that is a natural generalization of consensus, and for
which we determine necessary and sufficient conditions for the existence of parameters that lead
to asymptotic omniscience of the state of the plant at all local observers. In comparison with our
prior work, during this reporting period,we obtained necessary and sufficient conditions that are
less stringent and we developed a design method that guarantees that the average dimension of the
state of the observers does not exceed that of the plant plus one. We have also shown that our
results are a natural extension of existing consensus methods to the dynamic case. A most general
version of this work [NM3] is under review for publication in the IEEE Transactions on Automatic
Control.

Design of event-based optimal remote estimation systems: We have proposed two new for-
mulations to study the design of optimal remote estimation systems in which multiple agents have
unequal measurements but wish to estimate a quantity that may depend on all measurements. In
the first formulation [NM6] information is conveyed from the sensors to a fusion center via an
action dependent channel, which can be used to account for an energy harvesting mechanism or a
human assistant. The case in which each transmissionincurs a cost is analyzed in [NM2]. In the
second formulation, sensors must communicate with a fusion center via a collision channel, which
models the effect of interference caused by simultaneous transmissions. Here we propose a new
method based on constrained moment optimization to characterize and compute optimal solutions
[NM5].

Distributed methods for multi-agent optimization over networks. Many of today’s data pro-
cessing takes place over large- scale networks in which information is gathered and processed
locally. A prominent example is a machine learning application where a network of agents aims
to estimate a model (or a parameter) to optimize a global loss function using decentralized com-
putations based on locally collected data. This has motivated a recent burgeoning literature on
designing decentralized optimization algorithms for efficient processing of this local information.
These problems are typically formulated as a global optimization problem (referred to as a multia-
gent optimization problem) where the objective function is the sum of local objective functions of
agents that are connected through a network. Many of the existing algorithms in the literature are
based on first-order subgradient methods, which have slow convergence rates (given by O(1/

√
k)

where k is the iteration number), making them impractical in many large scale applications.
Last year, under the auspices of this project, we developed asynchronous decentralized algo-

rithms based on the classical Alternating Direction Method of Multipliers (ADMM) for solving
multi-agent optimization problems. In recent work, we developed new distributed ADMM algo-
rithms that involve edge-based or broadcast based communication among the agents. We show
that both the objective function values and the feasibility violation converge with the faster rate
O(1/k). We study the dependence of the convergence rate on the underlying network structure. In
particular, we provide bounds on the objective function value improvement and feasibility viola-
tion as a function of the number of edges, maximum degree in the network and the singular values
of the communication matrix.

Almost all the work in the literature on distributed optimization assumes that the underlying
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network is symmetric implying that the communication among nodes is bidirectional. This as-
sumption does not hold when nodes have different local interference patterns and different power
transmission levels. In recent work, we developed a distributed ADMM-type algorithms for multi
agent optimization over directed networks. These algorithms involve each agent updating primal
and dual variables based on information received through incoming links.? We normalize the in-
formation entering a node with the right weight so that in the limit the network becomes balanced
(i.e., amount of information entering and leaving a node is equalized), and the agent estimates
converge to an optimum solution of the global optimization problem.

Distributed optimization with equality constraints. We developed and analyzed two discrete-
time, distributed optimization algorithms executed by a set of agents whose interactions are subject
to a communication graph. The algorithms can be applied to optimization problems where the cost
function is expressed as a sum of functions, and where each function is associated to an agent. In
addition, the agents can have equality constraints as well. The algorithms are not consensus-based
and can be applied to non-convex optimization problems with equality constraints. We demon-
strated that the first distributed algorithm results naturally from applying a first order method to
solve the first order necessary conditions for a lifted optimization problem with equality con-
straints; the solution of our original problem is embedded in the solution of this lifted optimization
problem. Using an augmented Lagrangian idea, we derived a second distributed algorithm that
requires weaker conditions for local convergence compared to the first algorithm. For both algo-
rithms we address the local convergence properties.

Distributed method of multipliers for nonlinear programming. We considered a distributed
optimization problem, where a set of agents interacting through a communication graph have as
common goal the minimization of a function expressed as a sum of (possibly non-convex) differ-
entiable functions. Each function in the sum corresponds to an agent and each agent has associated
an equality constraint. We investigated how the standard method of multipliers can be used to
solve an optimization problem with equality constraints in a distributed manner. The method of
multipliers was applied to a lifted optimization problem whose solution embeds the solution of
the original problem. We modified the standard convergence results to deal with the fact that the
(local) minimizers of the lifted optimization problem are not regular, as a result of the distributed
formulation.

Fast convergence in general networks. Suppose that agents are located at the nodes of a net-
work and they update their actions asynchronously by choosing noisy best responses to their neigh-
bors? actions. We show that when the level of noise lies in an intermediate range, the convergence
time scales linearly in the number of agents, and is bounded uniformly irrespective of the topolog-
ical characteristics of the network, such as the degree of clustering, diameter, and path length. The
methods of proof rely on a combination of stochastic dynamical systems theory and martingale
theory. Analogous results hold when the agents experience heterogeneous payoff shocks. This
work was recently published in the Proceedings of the National Academy of Sciences.

Fast convergence in bilateral networks. An important class of networks in applications are
those in which one class of agents (e.g., firms) needs to be matched with another class of agents
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(e.g., workers) so as to maximize total payoffs. There are standard algorithms for solving such
assignment problems in polynomial time, but they require full information about the value of all
potential matches, which in practice may not be available. We show that there exist simple dis-
tributed learning algorithms that achieve the same result even when agents have no information
about the payoffs of their potential partners. The proof uses novel techniques characterizing ran-
dom walks on trees. The result has potential application to the design of clearing algorithms for
on-line matching markets, which are typically highly decentralized and involve huge numbers of
agents.

Convergence rates in weakly acyclic games. Previous research has shown that there exist fully
distributed learning algorithms that converge rapidly to equilibrium for congestion games, but to
date little is known about convergence rates in other classes of weakly acyclic games, such as
coordination games, supermodular games, and dominance solvable games. We show that weak
acyclicity is not sufficient to guarantee fast convergence; in fact there exist very simple weakly
acyclic games such that virtually any distributed payoff-based learning algorithm takes exponen-
tially long (in the population size) to come close to Nash equilibrium. Paradoxically, however, if
the system is subjected to random shocks that temporarily block communications, so that agents
are sometimes unable to determine which strategies yield higher payoffs, the learning process can
be greatly accelerated. In fact, if the game is generic and weakly acyclic then for a large class
of shock distributions and distributed learning rules, the expected waiting time to come ?-close to
Nash equilibrium is bounded by a polynomial in 1/? that is independent of the population size N.

Achieving system optimality with fully distributed learning. We demonstrate a simple payoff-
based learning rule that is completely decentralized, and that leads to an efficient configuration of
actions in any n-person finite strategic-form game with generic payoffs. The algorithm requires no
communication: agents respond solely to changes in their own realized payoffs, which are affected
by the actions of other agents in the system in ways that they do not necessarily understand. The
method can be applied to the optimization of complex systems with many distributed components,
such as the routing of information in networks and the design and control of wind farms. The proof
of the proposed learning algorithm relies on the theory of large deviations for perturbed Markov
chains.

Multi-agent welfare optimization over continuous sets. Related to the above, we address the
more challenging, continuous action space analog of these results. We investigated a distributed,
model-free optimization problem in the context of multi-agent systems. The set-up comprises of
a fixed number of agents, each of which can pick an action and receive/measure a private utility
function that can depend on the collective actions taken by all agents. The exact functional form
(or model) of the agent utility functions is unknown, and an agent can only measure the numeric
value of its utility. The objective of the multiagent system is to optimize the welfare function
(i.e. sum of the individual utility functions). A model-free, distributed, on-line learning algorithm
was developed that achieves this objective. Our proposed solution requires information exchange
between the agents over an undirected, connected communication graph, and is based on ideas
from extremum seeking control. We also proved a result on local convergence of the proposed
algorithm to an arbitrarily small neighborhood of a local minimizer of the welfare function.
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New Notions of Stability of Evolutionary Games. In a collaboration between Martins and
Shamma, we are exploring new notions of solution of an evolutionary game for cases when certain
passivity conditions hold. We have made some preliminary progress reported in [NM2], where
we propose the new notions of integrability and non-positive correlation and show that they have
computational advantages and are equivalent to passivity. This will allow us to study new types of
population games, such as when there is a delay between the state and the corresponding payoff.

Active Learning and Best-Response Dynamics. We examine an important setting for engi-
neered systems in which low-power distributed sensors are each making highly noisy measure-
ments of some unknown target function (such as whether there is a high or low concentration of a
dangerous chemical at their location). A center wants to accurately learn this function by querying
a small number of sensors, which ordinarily would be impossible due to the high noise rate. The
question we address is whether local communication among sensors, together with natural best-
response dynamics in an appropriately-defined game, can denoise the system without destroying
the true signal and allow the center to succeed from only a small number of active queries. By
using techniques from game theory, machine learning, and empirical processes, we prove positive
(and negative) results on the denoising power of several natural dynamics. We then show how we
can use our recent advances in active learning/querying in the presence of noise (aka agnostic ac-
tive learning), in order to provide provable guarantees for the center to learn a good approximation
to the target function from a small number of queries to the agents. We also show experimentally
that this process can achieve low error from very few queries, performing substantially better than
active or passive learning without first using the game theoretic denoising dynamics, as well as
passive learning with denoising.

Improved Distributed Principal Component Analysis. We study the distributed computing
setting in which there are multiple servers, each holding a set of points, who wish to compute
functions on the union of their point sets. A key task in this setting is Principal Component Anal-
ysis (PCA), in which the servers would like to compute a low dimensional subspace capturing as
much of the variance of the union of their point sets as possible. Given a procedure for approximate
PCA, one can use it to approximately solve a variety of problems such as k-means clustering and
low rank approximation. The essential properties of an approximate distributed PCA algorithm are
its communication cost and computational efficiency for a given desired accuracy in downstream
applications. In this work, we provide new algorithms and analyses for distributed PCA which
lead to improved communication and computational costs for k-means clustering and related prob-
lems. Our empirical study on real world data shows a speedup of orders of magnitude, preserving
communication with only a negligible degradation in solution quality.

2.2 Networked operations
Coevolutionary Model of Strategic Network Formation: In foundational models of network
formation, the mechanisms for link formation are based solely on network topology. For exam-
ple, preferential attachment uses degree distributions, whereas a strategic connections model uses
inter-node distances. These dynamics implicitly presume that such benefits and costs are instanta-
neous functions of the network topology. A more detailed model would include that benefits and
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costs are themselves derived through a dynamic process, which, in the absence of time-scale sepa-
ration,necessitates a co-evolutionary analysis. This work introduces a new co-evolutionary model
of strategic network formation. In this model, network formation evolves along with the flow of
benefits from one node to another.We examine the emergent equilibria of this combined dynamics
of network formation and benefit flow.We show that the class of strict equilibria is stable(or robust
to small perturbations in the benefits flows).

Game theoretic self-reconfiguration: This work formulates the homogeneous two- and three-
dimensional self-reconfiguration problem over discrete grids as a constrained potential game. We
develop a game-theoretic learning algorithm based on the Metropolis-Hastings algorithm that
solves the self-reconfiguration problem in a globally optimal fashion. Both a centralized and a
fully distributed algorithmare presented and we show that the only stochastically stable state is
the potential function maximizer, i.e. the desired target configuration. These algorithms compute
transition probabilities in such a way that even though each agent acts in a self-interested way, the
overall collective goal of self-reconfiguration is achieved. Simulation results confirm the feasibility
of our approach and show convergence to desired target configurations.

Consensus Algorithms and Applications to Distributed Optimization Distributed consensus
in networks of interacting agents has been revisited with a view toward stronger results than cur-
rently available, as well as new insights into various issues such as consensus prediction and intru-
sion detection. Among the achievements in this research topic is a new algorithm for distributed
optimization on a network that also includes development of a significantly faster consensus algo-
rithm than the classical algorithm based on simple averaging of neighbors’ opinions at each time
step. Thus, consider a distributed optimization problem in which a network of agents wants to
minimize the sum of their individual cost functions. Two fast algorithms based on a finite-time
consensus protocol are proposed. The first algorithm is of subgradient-type and assumes that the
individual cost functions are either convex with bounded subgradients, or differentiable such that
their sum is convex and has a Lipschitz continuous gradient. In the former case, convergence
to a solution neighborhood is proved, while in the latter asymptotic convergence can be ensured
when using a constant step-size and even when some of the indivual cost functions are non-convex.
Moreover, the convergence rate of the new algorithm is similar to that of centralized subgradient
methods. With slight modifications, the algorithm is shown to work even when the network weight
matrix is only row-stochastic. When the optimization problem is unconstrained and the local cost
functions are quadratic, by combining the ratio-consensus protocol and the finite-time consensus
protocol, another algorithm is proposed that converges in finite time. Simulation examples are
given to illustrate the algorithms, showing rapid convergence to the optimal solution after which
the solution is maintained for future time. This algorithm is also used to determine an observation
sub-network of a given network of agents, where monitoring the agents of the sub-network is used
to predict the ultimate consensus behavior of the overall network.

Modeling of Networked Communities Community-based Susceptible-Infected-Recovered (SIR)
and Susceptible-Infected-Susceptible(SIS) models of infection/innovation diffusion are introduced
for heterogeneous social networks in which agents are viewed as belonging to one of a finite num-
ber of communities. Agents are assumed to have well-mixed interactions within and between
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communities. The communities are connected through a backbone graph which defines an over-
all network structure in the models. The models are used to determine conditions for outbreak
of an incipient infection. The role of the strengths of the connections between communities in
development of an outbreak is studied. Long term behavior of the diffusion is also studied. Perco-
lation theory is also brought to bear on these questions as an independent approach separate from
this dynamic multi-community modeling approach, and results obtained using both approaches
are compared and found to be in agreement in the limit of infinitely large populations within each
community. Based on the proposed models, three classes of marketing problems are formulated
and studied: referral marketing, seeding marketing and dynamic marketing. It is found that refer-
ral marketing is simple because it can be formulated in terms of convex optimization. Also, both
seeding marketing and dynamic marketing are shown to enjoy a useful property, namely ”continu-
ous monotone submodularity.” Based on this property, a greedy heuristic is proposed which yields
solutions with approximation ratio no less than 1-1/e. Also, dynamic marketing for SIS models is
reformulated into an equivalent convex optimization to obtain an optimal solution. Both cost min-
imization and trade-off of cost and profit are analyzed. Next, the proposed modeling framework is
applied to the problem of competition of multiple companies in marketing of similar products. Two
classes of such marketing problems are considered, namely marketing of durable consumer goods
(DCG) and fast-moving consumer goods (FMCG). It is shown that an epsilon-equilibrium exists
in the DCG marketing game and a pure Nash equilibrium exists in the FMCG marketing game.
The Price of Anarchy (PoA) in both marketing games is found to be bounded by 2. Also, it is
shown that any two Nash equilibria for the FMCG marketing game agree almost everywhere, and
a distributed algorithm converging to the Nash equilibrium is designed for the FMCG marketing
game. Finally, a preliminary investigation was carried out to explore possible concepts of dynamic
network centrality for diffusions. Standard network centrality concepts tend to rank the importance
of nodes from a static point of view. For example, Page Rank is based on a computation of the
power of a node in terms of its level of connection to the rest of the network through page links.
In a dynamic social network, the power of a node should reflect the influence that the node has
over the network over time. Among the preliminary observations in this work, it is found that if
an infection does not break out, diffusion centrality is closely related to Katz centrality; when an
infection does break out, diffusion centrality is found to be closely related to eigenvector centrality.

Distributed state omniscience. Consider that an autonomous LTI plant is given and that a net-
work of local observers assesses the output vector of the plant. Each local observer in the network
is LTI and measures a portion of the output vector. Each local observer computes a state estimate
using its measurements and the state estimates of other local observers shared according to a pre-
selected neighborhood structure. We have proposed an update rule that is a natural generalization
of consensus, and for which we determine necessary and sufficient conditions for the existence
of parameters that lead to asymptotic omniscience of the state of the plant at all local observers.
In comparison with our prior work, over the last year we obtained necessary and sufficient con-
ditions that are less stringent. In particular, we showed that if the conditions hold then there is
a systematic design method to obtain a solution, and no solution exists otherwise. In fact, if the
condition fails then no scheme can attain asymptotic omniscience even when nonlinear and time-
varying configurations are allowed. We have extended our previous results to the case when the
network is directed. We have also found necessary and sufficient conditions for the existence of an
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omniscience scheme, based on properties of the network. We have also shown that our results are
a natural extension of existing consensus methods to the dynamic case. This grant also partially
supported a MS student who developed planning algorithms that we expect to use in conjunction
with our distributed omniscience algorithms to achieve the coordination of multiagent systems.
The student has concluded his MS Thesis and is now employed at GE research center at NY.

Person-by-person optimality of remote estimation policies with communication costs. Re-
cently we were able to characterize for the first time the person-by-person optimal solutions to the
problem proposed in Lipsa and Martins, “Remote State Estimation with Communication Costs for
First-Order LTI Systems,”, in which an optimal estimation problem is posed where costly trans-
missions are included as part of the optimization criterion. Extending the prior work, the source is
now an LTI system of arbitrary order. We also formulate algorithms that are numerically efficient.

Collaborative coordination of UAVs in the NAS with safety guarantees. We developed new
fundamental methodologies for high performance and provably safe autonomous and collaborative
control and operation of autonomous unmanned aerial systems (UAS) in the national airspace
(NAS), where both UAS and manned aircraft fly. The proposed framework [3] is model-based,
and emphasizes multiple scales in time and space as well as hybrid systems mathematics to capture
both the analog and logical components of control functionalities. We developed on-line control
laws that allow for multiple UAS agents to reconfigure to different formations with proofs of safety
and convergence while navigating in integrated airspace with piloted air vehicles. We demonstrated
our results in simulated scenaria with both cooperative and uncooperative air vehicles.

Distributed opportunistic scheduling for ad-hoc networks. In heavily constrained communi-
cation environments in multi-agent systems, agents must learn to identify opportunities for com-
munication and patterns of such opportunities. This leads to opportunistic (real-time) scheduling
problems for communication between the agents. The topic of opportunistic scheduling for wire-
less ad-hoc networks has been studied for single-channel networks in several recent works. Since
now many wireless systems provide multiple channels for data transmission, the opportunistic
scheduling problem is of practical interest for networks with multiple channels. We investigated a
distributed opportunistic scheduling problem to exploit the channel fluctuations in wireless ad-hoc
networks. In this problem, channel probing is followed by a transmission scheduling procedure
that is executed independently within each link in the network. We investigated this problem for the
popular block-fading channel model, where channel dependencies are inevitable between differ-
ent time instances during the channel probing phase. Different from existing works, we explicitly
considered this type of channel dependencies and its impact on the transmission scheduling and
hence the system performance. We used optimal stopping theory to formulate this problem, but at
carefully chosen time instances at which effective decisions are made. The problem can then be
solved by a new stopping rule problem where the observations are independent between different
time instances. Since the stopping rule problem has an implicit horizon determined by the network
size, we first characterized the system performance using backward induction. We developed one
recursive approach to solve the problem and showed that the computational complexity is linear
with respect to the network size. Due to its computational complexity, we presented an approx-
imation for performance analysis and developed a metric to check how good the approximation
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is. We characterized the achievable system performance if we ignore the finite horizon constraint
and applied the stopping rules based on the infinite horizon analysis nevertheless. We presented an
improved protocol to reduce the probing costs which requires no additional cost. We characterized
the performance improvement and the energy savings in terms of the probing signals. We obtained
numerical results based on our mathematical analysis with various settings of parameters.

Distributed temporal coordination. An important aspect of distributed decision problems is
temporal coordination. We investigate this issue in the setting of multi-agent sequential hypothesis.
Two agents measure private information and must make a one-time declaration about the state of
world after costly gathering information. There is a penalty for both incorrect conclusions and
a temporal mismatch in making the declaration. The associated Bayes risk functions explicitly
incorporate costs of taking private/public measurements, costs of time-difference, disagreement in
actions of agents, and costs of false declaration/choices about the state of nature. We show that the
corresponding sequential decision processes have well-defined value functions with respect to (a)
the belief states for the case of conditional independent private noisy measurements that are also
assumed to be independent identically distributed over time, and (b) the information states for the
case of correlated private noisy measurements.

2.3 Evolving and uncertain environments
Scalable asynchronous multiagent decision-making under uncertainty Decentralized par-
tially observable Markov decision processes (Dec-POMDPs) can model rich environments for
cooperative decision-making under uncertainty, but they typically require synchronous decision-
making: every agent determines an action to execute, and then executes it in a single time step. This
restriction is problematic for two reasons. First, many systems have a set of controllers (for e.g,
waypoint navigation, grasping an object, waiting for a signal), and planning consists of sequencing
the execution of those controllers. These controllers are likely to require different amounts of time,
resulting in suboptimality or impossible execution when using synchronous decision-making. Sec-
ond, the planning complexity of a Dec-POMDP is doubly exponential in the horizon. A planner
that reasons about all of the agents’ possible policies at every time step will only ever be able
to make very short plans. To address asynchronous decision-making in these systems, we have
extended the Dec-POMDP model to incorporate macro-actions (i.e., temporally extended actions
which may require different amounts of time). Macro-actions enable the decision-making to take
place at a higher level — at the level of deciding which macro-actions to execute — and the macro-
actions themselves can then be executed to completion. By extending Dec-POMDP algorithms to
the macro-action case, we showed that value that is similar to state-of-the-art Dec-POMDP ap-
proaches could be achieved on benchmark problems while using significantly less time. We also
showed that small multi-robot warehousing problems could be solved that were orders of magni-
tude larger than problems solved by previous methods.

Exploiting structure in centralized planning for cooperative decentralized systems When
decentralized systems are cooperative, offline planning can be completed in a centralized manner
as long as the final policies that are generated can be executed in a decentralized manner. Last
year, we showed that by using a centralized planning stage, but decentralized execution, we can
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transform a Dec-POMDP into a continuous-state MDP. Using this novel transformation, we can
then apply a wide range of powerful techniques for solving POMDPs and continuous-state MDPs.
However, scalability remains limited when the number of agents or problem variables becomes
large. Now, we have shown that, under certain separability conditions of the optimal value function,
the scalability of this approach can increase considerably. This separability is present when there
is locality of interaction, which — as other approaches have already shown — can be exploited
to improve performance. Locality of interaction is common in multiagent systems as agents are
likely to interact not with all other agents in the system, but only some local subset. Unlike most
previous methods, our novel continuous-state MDP algorithm retains optimality and convergence
guarantees. Results show that the extension using separability can scale to a large number of agents
and domain variables while maintaining optimality.

Network Flow under Cascaded Failures We propose a dynamical model for cascading failures
in single-commodity network flows. In the proposed model, the network state consists of flows
and activation status of the links. Network dynamics is determined by a, possibly state-dependent
and adversarial, disturbance process that reduces flow capacity on the links, and routing policies
at the nodes that have access to the network state, but are oblivious to the presence of disturbance.
Under the proposed dynamics, a link becomes irreversibly inactive either due to overload condi-
tion on itself or on all of its immediate downstream links. The coupling between link activation
and flow dynamics implies that links to become inactive successively are not necessarily adjacent
to each other, and hence the pattern of cascading failure under our model is qualitatively different
than standard cascade models. The magnitude of a disturbance process is defined as the sum of cu-
mulative capacity reductions across time and links of the network, and the margin of resilience of
the network is defined as the infimum over the magnitude of all disturbance processes under which
the links at the origin node become inactive. We propose an algorithm to compute an upper bound
on the margin of resilience for the setting where the routing policy only has access to information
about the local state of the network. For the limiting case when the routing policies update their
action as fast as network dynamics, we identify sufficient conditions on network parameters under
which the upper bound is tight under an appropriate routing policy. Our analysis relies on mak-
ing connections between network parameters and monotonicity in network state evolution under
proposed dynamics.

Unified theory of Cascades We study a model for cascade effects over finite networks based
on a deterministic binary linear threshold model. Our starting point is a networked coordination
game where each agents payoff is the sum of the payoffs coming from pairwise interaction with
each of the neighbors. We first establish that the best response dynamics in this networked game is
equivalent to the linear threshold dynamics with heterogeneous thresholds over the agents. While
the previous literature has studied such linear threshold models under the assumption that each
agent may change actions at most once, a study of best response dynamics in such networked
games necessitates an analysis that allows for multiple switches in actions. In this paper, we
develop such an analysis. We first establish that agent behavior cycles among different actions
in the limit, we characterize the length of such limit cycles, and reveal bounds on the time steps
required to reach them. We finally propose a measure of network resilience that captures the nature
of the involved dynamics. We prove bounds and investigate the resilience of different network

11



structures under this measure.

Network tomography. In uncertain and evolving networked systems environments, an impor-
tant problem is that of estimating and inferring topological, link and node properties of the dynamic
graph, based on adaptive measurements form only a subset of the nodes (which can be dynami-
cally varying itself). This is the celebrated Network Tomography problem, which has attracted
tremendous attention in various forms, both discrete and continuous. During the reporting period,
and building on our previous mathematical work on these problems, we investigated [3] several
rigorously defined network tomography problems from applications ranging from communication
networks, to social networks. The universal abstraction we developed [3] involves the inference of
various network structural and parametric properties form observations of certain ?probing? pro-
cesses from a subset of network nodes which we call the ?boundary nodes? of the network. We
showed that these problems lead to mathematical problems of ?deconvolution? over unconven-
tional semirings, inversion of integrals over trees of the underlying graph, Radon transform over
symmetric spaces, and completion of sparse matrices albeit in non-conventional semirings. Fur-
ther we illustrated our algorithms and results in several applied problems. Remarkably, some of
our problem formulations and solutions are inspired by generalizations of ?electrical impedance
problems? in various non-nonconventional spaces. Some of our solutions and methods have a
variational interpretation.

Influence Function Learning in Information Diffusion Networks. Can we learn the influence
of a set of people in a social network from cascades of information diffusion? This question is often
addressed by a two-stage approach: first learn a diffusion model, and then calculate the influence
based on the learned model. Thus, the success of this approach relies heavily on the correctness of
the diffusion model which is hard to verify for real world data. In this work, we exploit the insight
that the influence functions in many diffusion models are coverage functions (a special interesting
case of submodular functions), and propose a novel parameterization of such functions using a
convex combination of random basis functions. Moreover, we propose an efficient maximum
likelihood based algorithm to learn such functions directly from cascade data, and hence bypass
the need to specify a particular diffusion model in advance. We provide both theoretical and
empirical analysis for our approach, showing that the proposed approach can provably learn the
influence function with low sample complexity, be robust to the unknown diffusion models, and
significantly outperform existing approaches in both synthetic and real world data.

Learning Economic Parameters from Revealed Preferences. We study the classic ?revealed
preference? setting, where we assume that agents, facing prices, will choose to buy the bundle of
goods that they most prefer among all bundles that they can afford, according to some concave,
non-decreasing utility function. The goal is to produce a model of the agents? utility function that
can explain her behavior based on past data. Work on this topic has a long history in economics,
beginning with the seminal work by Samuelson (1948). Traditionally, this work has focused on
the “rationalization” or “fitting the sample” problem, in which explanatory utility functions are
constructively generated from finitely many agent price/purchase observations. Note, however,
that just because a function agrees with a set of data does not imply that it will necessarily predict
future purchases well.
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A recent exciting line of work, starting with Beigman and Vohra introduced a statistical learn-
ing analysis of the problem of learning the utility function from past data with the explicit formal
goal of having predictive or forecasting properties (provably). In this work, we advance this line
of work by providing sample complexity guarantees and efficient algorithms for a number of im-
portant classes. By drawing a connection to recent advances in multi-class learning and by casting
these problems as “structured prediction” problems we obtain the right sample complexity and
computationally efficient algorithms for a number of interesting cases (essentially solving a num-
ber of open questions in the earlier work).

Fast Convergence in Semi-Anonymous Potential Games. The log-linear learning algorithm
has been extensively studied in both the game theoretic and distributed control literature. One of
the central appeals with regards to log-linear learning for distributed control is that it often guar-
antees that the agents behavior will converge in probability to the optimal configuration. However,
one of the central issues with log-linear learning for this purpose is that the worst case convergence
time can be prohibitively long, e.g., exponential in the number of players. In this work, we for-
malize a modified log-linear learning algorithm that exhibits a worst case convergence time that is
roughly linear in the number of players. We prove this characterization in semi-anonymous poten-
tial games with limited populations. That is, potential games where the agents utility functions can
be expressed as a function of aggregate behavior within each population.

Influencing Social Behavior in Networked Systems. Developing the infrastructure necessary
to serve the needs of our community is a dominant engineering principle. A crucial design chal-
lenge associated with this task is ensuring that this infrastructure is utilized in an efficient manner.
This challenge arises from the well-known fact that uninfluenced social systems can exhibit highly
inefficient system behavior, e.g., transportation networks. Accordingly, the influence and coordi-
nation of social behavior is a fundamental challenge that engineers must account for. Here, we
focus on the derivation of local mechanisms for coordinating social behavior in situations where
the society’s sensitivity to such mechanisms in unknown. Preliminary work focuses on the use of
tolling in congestion networks where the system design is uncertain of the population’s sensitivity
to tolls.

Potential Games are Necessary to Ensure Pure Nash Equilibria in Cost Sharing Games. We
consider the problem of designing distribution rules to share ‘welfare’ (cost or revenue) among in-
dividually strategic agents. There are many known distribution rules that guarantee the existence of
a (pure) Nash equilibrium in this setting, e.g., the Shapley value and its weighted variants; however,
a characterization of the space of distribution rules that guarantee the existence of a Nash equilib-
rium is unknown. Our work provides an exact characterization of this space for a specific class
of scalable and separable games, which includes a variety of applications such as facility location,
routing, network formation, and coverage games. Given arbitrary local welfare functions W, we
prove that a distribution rule guarantees equilibrium existence for all games (i.e., all possible sets
of resources, agent action sets, etc.) if and only if it is equivalent to a generalized weighted Shapley
value on some ground welfare functions W?, which can be distinct from W. However, if budget-
balance is required in addition to the existence of a Nash equilibrium, then W? must be the same
as W. We also provide an alternate characterization of this space in terms of generalized marginal
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contributions, which is more appealing from the point of view of computational tractability. A pos-
sibly surprising consequence of our result is that, in order to guarantee equilibrium existence in all
games with any fixed local welfare functions, it is necessary to work within the class of potential
games.

Speed of convergence of distributed learning in Nash population games. Consider a finite n-
person gameG in strategic form. The Nash population game derived fromG hasN players in each
of the n player positions of G, and the payoff to a given player is his expected payoff from playing
a randomly drawn subset of players from the other positions. Thus the distribution of actions taken
by the various players determines the payoff of each individual just as if these distributions were
mixed strategies in the game G. We investigate the efficiency of distributed learning algorithms in
this setting. Specifically, if the underlying gameG is weakly acyclic, then so is the Nash population
game derived fromG. Given any such game and any initial state there exists a better reply path to a
pure, strict Nash equilibrium. Therefore one might hope that at least some distributed better reply
algorithms are efficient in the sense that the expected waiting time is polynomial in N . We show
that this is not the case: there are quite simple games in which any distributed better reply algorithm
takes exponentially long to come close to Nash equilibrium. However, if the learning process
is subjected to aggregate shocks—say because information about others payoffs is temporarily
interrupted—then the learning process is greatly accelerated. Indeed under suitable regularity
conditions on the shock distributions and learning rules, for generic weakly acyclic games G the
learning process comes ε-close to Nash equilibrium in an expected time that is bounded above for
all N and is polynomial in 1/ε.

Distributed learning in online matching markets. Many modern markets are highly decentral-
ized, involve huge numbers of agents, and are conducted in an on-line format. Examples include
online markets for matching buyers and sellers of goods, workers and firms, hotels and clients, and
so forth. In these environments the participants have very little information about the market as
a whole or the preferences of the other agents. Thus the appropriate models of their behavior are
completely uncoupled learning rules that depend only on experienced payoffs. We show that there
is a very natural family of completely uncouple adjustment mechanisms that lead to stable and
optimal core allocations in matching markets of arbitrary size. Moreover the adjustment process
puts highest probability on solutions that are equitable in the sense that matched agents split the
surplus equally subject to the core constraints. A key point is that equitable outcomes are selected
because they are more stable, not because the agents care about equity per se. The next stage of
the research will be to characterize the efficiency of these learning algorithms.

Stochastic stability analysis in games with many agents. We develop a general model of
stochastic learning in games and characterize the learning behavior in the large population limit
over different time scales. Existing approaches obtain deterministic approximations of finite-
horizon behavior in terms of the mean dynamics, and they describe infinite-horizon behavior and
stochastic stability via limiting stationary distributions. To complement these analyses, and to
explain the relations between them, we provide a large deviations analysis that describes the prob-
abilities of excursions against the flow of the mean dynamic over intermediate time scales. This
“local” large deviations analysis is combined with graph theoretic methods to obtain conclusions
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about the “global” behavior of the process, in particular, the asymptotics of the stationary distri-
bution and the expected times until exit from general domains. Detailed analyses are provided for
two settings: potential games under the logit choice rule, and two-strategy games under arbitrary
choice rules. In both cases, the large deviations analysis reveals that the processes are “reversible in
the large”, providing a powerful new approach to understanding global behavior in these settings.

New Tools for Stochastic Stability Analysis. Emergent behavior in natural and manmade sys-
tems can often be characterized by the limiting distribution of a special class of Markov processes
termed regular perturbed processes. Resistance trees have gained popularity as a computationally
efficient way to characterize the stochastically stable states (i.e., support of the limiting distribu-
tion); however, there are three main limitations of that approach. First, it often requires finding a
minimum weight spanning tree for each state in a potentially large state space. Second, perturba-
tions to transition probabilities must decay at an exponentially smooth rate. Lastly, that approach
is shown to hold purely in the context of finite Markov chains. Here, we focus on addressing
these limitations by developing new tools for characterizing the stochastically stable states. First,
we provide necessary conditions for stochastic stability via a coarse, and less computationally in-
tensive, state space analysis. Next, we identify necessary conditions for stochastic stability when
smooth convergence requirements are relaxed. Lastly, we establish similar tools for stochastic
stability analysis in Markov chains over a continuous state space.

Robustness of stochastic stability. The notion of stochastic stability is used in game theoretic
learning to characterize which joint actions of players exhibit high probabilities of occurrence in
the long run. This paper examines the impact of two types of errors on stochastic stability: i) small
unstructured uncertainty in the game parameters and ii) slow time variations of the game parame-
ters. In the first case, we derive a continuity result bounds the effects of small uncertainties. In the
second case, we show that game play tracks drifting stochastically stable states under sufficiently
slow time variations. The analysis is in terms of Markov chains and hence is applicable to a variety
of game theoretic learning rules. Nonetheless, the approach is illustrated on the widely studied
rule of log-linear learning. The results are applied in both simulation and laboratory experiments
to distributed area coverage with mobile robots.

Convergence Guarantees for a Decentralized Algorithm Achieving Pareto Optimality. Dis-
tributed learning is an important component in distributed optimization decision making systems
using local information. Simple such systems achieving excellent performance with as few as pos-
sible assumptions are of particular interest. We considered N agents, each picking actions from a
finite set and receiving a payoff according to its individual utility function that may depend on the
actions picked by others. An agent has no knowledge about the functional form of its utility and can
only measure its instantaneous value. We assumed that all agents pick actions and receive payoffs
synchronously. For this setting, a fully decentralized iterative algorithm for achieving Pareto opti-
mality i.e. picking actions that maximize the sum of all utilities was recently proposed by Marden
et. al., from our team, that lacks convergence guarantees. By scheduling a certain noise parameter
to go to zero along iterations of this algorithm, we derived conditions that guarantee convergence in
probability. The algorithm utilizes indirect communications between the agents resulting from the
impact of an agents actions on the others. We improved this algorithm in our most recent work to
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incorporate exchange of certain bit-valued information between the agents over a directed commu-
nication graph. We introduced the notion of an interaction graph is to encode known interactions
in the system. We eliminated the restrictions on the payoff structure and derived conditions that
guarantee convergence to welfare minimizing actions w.p. 1, under the assumption that the union
of the interaction graph and the communication graph is strongly connected.

Learning behaviors for coordination in networked stochastic systems. We analyzed the ef-
fects of inter-agent behavior learning for coordination in networked systems in the framework
previously developed and reported. The agents have to make a decision on whether to cooperate
or not in a group effort based on their understanding of their neighbors behaviors. When making
a decision, an agent is influenced by its knowledge about others behaviors. Agents understanding
of others behaviors is shaped through observing their actions over a long time. We have modeled
the decision making on whether to cooperate in a group effort as a result of a series of two-person
games between agents, where the payoff of each agent is computed as the sum of its payoffs from
each of these games. The agents initially have different behaviors. In order to maximize their pay-
off, they need to learn the others behavior and coordinate with them. We considered a behavior
learning algorithm for a class of behavior functions and studied its effects on the emergence of
coordination in the network. The conditions under which the learning algorithm converges were
studied. We showed that for a class of piecewise linear functions the learning algorithm results in
an extension of non-homogeneous consensus protocol to the more general case of block-stochastic
matrices.

Selfish Response to Epidemic Propagation. Spreading information via various means in a sys-
tem of networked agents has substantial effects on their decision making. Learning is an important
aspect of such problems. An epidemic that spreads in a network calls for a decision on the part
of the network users. They have to decide whether to protect themselves or not. Their decision
depends on the trade-off between the perceived infection and the protection cost. Aiming to help
users reach an informed decision, security advisories provide periodic information about the in-
fection level in the network. We studied the best-response dynamic in a network whose users
repeatedly activate or de-activate security, depending on what they learn about the infection level.
Our main result is the counterintuitive fact that the equilibrium level of infection increases as the
users learning rate increases. The same is true when the users follow smooth best-response dynam-
ics, or any other continuous response function that implies higher probability of protection when
learning a higher level of infection. In both cases, we characterized the stability and the domains
of attraction of the equilibrium points. Our finding also holds when the epidemic propagation is
simulated on human contact traces, both when all users are of the same best-response behavior
type and when they are of two distinct behavior types.

Exploiting Ontology Structures and Unlabeled Data for Learning. In a number of modern
applications of machine learning (including text understanding, medical diagnosis, search, and
vision), one would like to learn multiple related tasks from primarily, or even solely, unlabeled
data. One approach to this task is to take advantage of known relationships among the classes
being learned, which are often captured by an ontology; for instance, this ontology might say that
an example to be classified cannot be both a company and a product, or that if someone is an athlete,
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then they are also a person. Such an ontology can either be provided by domain experts or learned
from past data. In this work, we develop and analyze a theoretical model aimed at providing
a mathematical understanding of learning methods of this type. We present both information-
theoretic results as well as efficient algorithms. We show in this model that an ontology, which
species the relationships between multiple outputs, in some cases is sufficient to completely learn
a classification using a large unlabeled data source.

Active and passive learning of linear separators under log-concave distributions. We ana-
lyze active learning algorithms, which only receive the classifications of examples when they ask
for them, and traditional passive (PAC) learning algorithms, which receive classifications for all
training examples. We provide new results concerning label efficient, polynomial time, passive and
active learning of linear separators under logconcave and more generally nearly log-concave dis-
tributions. We prove that active learning provides an exponential improvement over PAC (passive)
learning of homogeneous linear separators under nearly log-concave distributions. Building on
this, we provide a computationally efficient PAC algorithm with optimal (up to a constant factor)
sample complexity for such problems. This resolves an open question of concerning the sample
complexity of efficient PAC algorithms under the uniform distribution in the unit ball. Moreover,
it provides the first bound for a polynomial-time PAC algorithm that is tight for an interesting infi-
nite class of hypothesis functions under a general and natural class of data-distributions, providing
significant progress towards a longstanding open question of (Ehrenfeucht et al.,1989; Blumer et
al.,1989). We also provide new bounds for active and passive learning in the case that the data
might not be linearly separable, both in the agnostic case and and under the Tsybakov low-noise
condition. To derive our results, we provide new structural results for (nearly) log-concave distri-
butions, which might be of independent interest as well.

Programmable self-assembly and self-reconfiguration. In distributed self-assembly, a multi-
tude of nodes, or agents, seek to form copies of a given target assembly. Nodes encounter each
other in spontaneous pairwise interactions and decide whether or not to form or sever edges based
on a fixed set of local interaction rules described by a graph grammar. In contrast to existing re-
sults, our work insist on especially stringent locality requirements. Agents can only update their
labels when they themselves form or sever an edge. Our main result is the introduction of a simple
algorithm that achieves an asymptotically maximum yield in a probabilistic sense. We also con-
sider the related problem of self-reconfiguration, in which a collection of modules have the ability
to change their morphology, structure, and functionality through changing the relative position
of the modules. We derive a novel approach for heterogeneous self-reconfiguration of a modular
robot comprised of heterogeneous cubic modules. We show that the proposed self-reconfiguration
algorithm can guarantee completion of heterogeneous self-reconfigurations by avoiding so-called
hole obstructions.

On the O(1/k) Convergence of Asynchronous Distributed Alternating Direction Method of
Multipliers. Though there have been many important advances in the design of decentralized
optimization algorithms for multi-agent optimization problems, several challenges still remain.
First, many of these algorithms are based on first-order subgradient methods, which have slow
convergence rates (given by O(1/

√
k) where k is the iteration number), making them impractical
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in many large scale applications. Second, with the exception of a few recent contributions, existing
algorithms are synchronous, meaning that computations are simultaneously performed according
to some global clock. In this work, we propose a fully asynchronous decentralized algorithm
based on the classical Alternating Direction Method of Multipliers (ADMM) for solving a global
optimization problem, where the objective function is the sum of privately known local objective
functions of the agents and the decision variables are coupled via linear constraints. We adopt the
following asynchronous implementation for our algorithm: at each iteration k, a random subset of
the constraints are selected, which in turn selects the components of the decision vector that appear
in these constraints. We refer to the selected constraints as active constraints and selected compo-
nents as active components (or agents). We design an ADMM-type primal-dual algorithm which
at each iteration updates the primal variables using partial information about the problem data, in
particular using cost functions corresponding to active components and active constraints, and up-
dates the dual variables corresponding to active constraints. Our first result shows that the (primal)
asynchronous iterates generated by this algorithm converge almost surely to an optimal solution.
Our proof relies on relating the asynchronous iterates to full-information iterates that would be
generated by the algorithm that use full information about the cost functions and constraints at
each iteration. In particular, we introduce a weighted norm where the weights are given by the
inverse of the probabilities with which the constraints are activated and constructs a Lyapunov
function for the asynchronous iterates using this weighted norm. Our second result establishes
a performance guarantee of O(1/k) for this algorithm, which to our knowledge is faster than the
guarantees available in the literature for this problem. More specifically, we show that the expected
value of the difference of the objective function value and the optimal value as well as the expected
feasibility violation converges to 0 at rate O(1/k).

2.4 Networked operations
Youla-Like Parameterizations Subject to Quadratic-Invariance Constraints. Consider that
a linear time-invariant (LTI) plant is given and that we wish to design a stabilizing controller for
it. Admissible controllers are LTI and must belong to a pre-selected subspace that may impose
structural restrictions, such as sparsity constraints. The subspace is assumed to be quadratically
invariant (QI) with respect to the plant, which, from prior results, guarantees that there is a convex
parametrization of all admissible stabilizing controllers provided that an initial admissible stable
stabilizing controller is provided. This work addresses the previously unsolved problem of extend-
ing Youlas classical parametrization so that it admits QI subspace constraints on the controller. In
contrast with prior parameterizations, the one proposed here does not require initialization and it
does not require the existence of a stable stabilizing controller. The main idea is to cast the sta-
bilizability constraint as an exact model-matching problem with stability restrictions, which can
be tackled using existing methods. Furthermore, we show that, when it exists, the solution of the
exact model-matching problem can be used to compute an admissible stabilizing controller. Ap-
plications of the proposed parametrization on the design of norm-optimal controllers via convex
methods are also explored. Recently, we have extended our work developed in previous years,
which was valid only for sparsity pattern constraints on the controller and now it admits more
general subspace constraints.
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Necessary and Sufficient Conditions for the Stabilizability of a Class of LTI Distributed Ob-
servers. Consider that an autonomous LTI plant is given and that a network of local observers
assesses the output vector of the plant. Each local observer in the network is LTI and measures a
portion of the output vector. Each local observer computes a state estimate using its measurements
and the state estimates of other local observers shared according to a pre- selected neighborhood
structure. We have proposed an update rule that is a natural generalization of consensus, and for
which we determine necessary and sufficient conditions for the existence of parameters that lead to
asymptotic omniscience of the state of the plant at all local observers. In comparison with our prior
work, over the last year we obtained necessary and sufficient conditions that are less stringent. In
particular, we showed that if the conditions hold then there is a systematic design method to obtain
a solution, and no solution exists otherwise. In fact, if the condition fails then no scheme can attain
asymptotic omniscience even when nonlinear and time-varying configurations are allowed.

Methods to design of distributed estimators in the presence of transmission constraints.
Consider a distributed estimation network that consists of several transmitters/sensors and a receiver/fusion-
center. Each sensor measures a random variable and the goal of the receiver is to use the informa-
tion transmitted to it to compute a MMSE estimate of a given function of the variables. We have
proposed a new framework where the transmission by the sensors is affected by collisions. Our
preliminary results indicate that optimal strategies are event-driven of the threshold type, and that
they may be asymmetrical even when all the parameters of the problem are symmetric. It can be
shown that this new problem class is related not only to past results under this MURI but also to
problems in optimal quantization and moment-matching.

Expander Families as Information Patterns for Distributed Control. Part of our research is
focused on identifying best topologies for communication in multi-agent multi-tasking systems,
including learning such topologies. We revisited the classical, and recently intensively studied,
problem of the distributed control of a 1-D vehicle platoon. A state space formulation was de-
veloped with the main objective being to understand the effects of the underlying information
exchange pattern, between the vehicles, on the control performance of the platoon. The symmetric
control case was considered where each vehicle gives equal weight to all the information avail-
able to it in determining its control law. We showed that expander families of graphs when used
as information patterns result in stability margins decaying to zero at rate of at most O(1/N); an
improvement over the previously known O(1/N2) decay with nearest neighbor type information
patterns.

Social networks over wireless networks. Future communications consist of an increasing num-
ber of wireless parts, while simultaneously need to support the widespread multimedia applications
imposed by social networks. These human-machine systems, driven by both real time social in-
teractions (read agent task and intention interactions) and the challenges of the wireless networks
design (read between agents communication network), call for efficient and easy to implement, dis-
tributed cross-layer algorithms for their operation. Performance metrics such as throughput, delay,
trust, energy consumption, need to be improved and optimized aiming at high quality communica-
tions. As broadband wireless devices and networks are becoming ubiquitous these human-machine
systems, that combine the social aspects and behavioral activities of humans with the technological
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characteristics of the underlying physical networks, provide several important challenges in efforts
to model them, evaluate their performance and dynamically control them so certain performance
requirements are met. We developed novel models for these complex human-machine systems that
incorporate social network behavioral models and wireless network models that are inspired from
statistical physics (hyperbolic graphs). We investigated the performance of wireless network pro-
tocols that support and respond to the constraints implied by the social network they support. We
investigated the coveted throughput-delay trade-off in static wireless multihop networks based on
a computer-aided design of the backpressure scheduling/routing algorithm for networks embedded
in hyperbolic space. Both routing and scheduling exploit the hyperbolic distances to orient the
packets to the destination and prioritize the transmissions correspondingly. The proposed design
provides us with the freedom of controlling its theoretical throughput optimality and of counterbal-
ancing its practical performance through simulations, leading to significant improvements of the
throughput-delay trade-off.

Distributed Opportunistic Scheduling for Wireless Ad-Hoc Networks with Block-Fading Model.
In heavily constrained communication environments in multi-agent systems, agents must learn to
identify opportunities for communication and patterns of such opportunities. This leads to op-
portunistic (real-time) scheduling problems for communication between the agents. The topic of
opportunistic scheduling for wireless ad-hoc networks has been studied for single-channel net-
works in several recent works. Since now many wireless systems provide multiple channels for
data transmission, the opportunistic scheduling problem is of practical interest for networks with
multiple channels. We studied the problem of opportunistic scheduling for one type of ad-hoc
networks where the wireless spectrum can be divided into multiple independent sub-channels for
better efficiency. We started with a naive multi-channel protocol where the scheduling scheme is
working independently from sub-channel to sub-channel. We showed that the naive protocol can
only marginally improve the system throughput. We then developed a protocol to jointly consider
the opportunistic scheduling behavior across multiple sub-channels. We characterized the opti-
mal stopping rule and presented several bounds for the system throughput of the multi-channel
protocol. We showed that by joint optimization of the scheduling scheme across multiple sub-
channels, the proposed protocol improves the system throughput considerably in contrast to that of
single-channel systems.

Performance aware cross-layer design in wireless multi hop networks. Further pursuing these
novel ideas and methods, during this reporting period, we studied, analyzed and evaluated a
performance-aware cross-layer design approach for wireless multihop networks. Through Network
Utility Maximization (NUM) and weighted network graph modeling, a cross-layer algorithm for
performing jointly routing, scheduling and congestion control was introduced. The performance-
awareness is achieved by both the appropriate definition of the link weights for the correspond-
ing applications requirements and the introduction of a weighted backpressure routing/scheduling.
Contrary to the conventional backpressure the proposed algorithm scales the congestion gradients
with the appropriately defined link weights. We analytically proved the queue stability achieved
by the proposed cross-layer scheme, while its convergence to a close neighborhood of the optimal
source rates values was proved via a novel ?-subgradient approach. Finally, through modeling
and simulation, we demonstrated the performance improvements that can be achieved by the pro-
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posed approach - when compared against existing methodologies in the literature - for two different
examples with diverse application requirements, emphasizing respectively on delay and trustwor-
thiness.

A Finite Memory EncoderDecoder Scheme for Control Under Communication Constraints.
This work proposes a remarkably simple algorithm based on a finite memory encoder and de-
coder capable of asymptotically stabilizing a first order discrete time linear system when the mea-
surements from the plant are collected via a discrete memoryless channel. Given a performance
specification for the closed loop system, we will characterize a set of discrete memoryless chan-
nels for which our scheme can match such performances and describe how to design the involved
parameters accordingly.

Modeling and Detecting Community Hierarchies. A central problem in data mining and social
network analysis is determining communities (clusters) among individuals or objects in the absence
of external identification or tagging. In this work we propose a theoretical model that explicitly
formalizes both the tight connections within each community and the hierarchical nature of the
communities. In our model, each member of a community falls into a sub-community, and the
sub-communities within this community have active interactions with each other while entities
outside this community have fewer interactions with members inside. Given this formalization, we
then propose an efficient algorithm that detects all the communities in this model, and prove that
all the communities form a hierarchy. Empirical evaluations demonstrate that our formalization
successfully models real world communities, and our algorithm compares favorably with existing
approaches.

2.5 Evolving and uncertain environments
Global games with noisy information sharing: It is known that global games with noisy shar-
ing of information do not admit a certain type of threshold policies. Motivated by this result, we
investigate the existence of threshold-type policies on global games with noisy sharing of informa-
tion and show that such equilibrium strategies exist and are unique if the sharing of information
happens over a sufficiently noisy environment. To show this result, we establish that if a thresh-
old function is an equilibrium strategy, then it will be a solution to a fixed point equation. Then,
we show that for a sufficiently noisy environment, the functional fixed point equation leads to a
contraction mapping, and hence, its iterations converge to a unique continuous threshold policy.

Planning for decentralized control of multiple robots under uncertainty We developed a
probabilistic framework for synthesizing control policies for general multi-robot systems that is
based on decentralized partially observable Markov decision processes (Dec-POMDPs). Dec-
POMDPs are a general model of decision-making where a team of agents must cooperate to opti-
mize a shared objective in the presence of uncertainty. Dec-POMDPs also consider communication
limitations, so execution is decentralized. While Dec-POMDPs are typically intractable to solve
for real-world problems, we recently developed a representation that uses macro-actions. Macro-
actions more naturally represent real-world behavior which may be complex and require multiple
time-steps (e.g., navigation to a waypoint or waiting for another agent). With our macro-action

21



approach, we significantly increased the size of problem that can be practically solved. In con-
trast to most existing methods that are specialized to a particular problem class, our approach can
synthesize control policies that exploit any opportunities for coordination that are present in the
problem, while balancing uncertainty, sensor information, and information about other agents. We
used three variants of a warehouse task to show that a single planner of this type can generate
cooperative behavior using task allocation, direct communication, and signaling, as appropriate.
We also developed more scalable algorithms that search over policies represented as finite-state
controllers. The resulting policy search algorithms require a simple simulator that models only the
outcomes of executing a given set of motor controllers, not the details of the executions themselves
and can to solve significantly larger problems than existing methods. Overall, we demonstrated that
our framework and approaches can automatically optimize control and communication policies for
complex multi-robot systems.

Scalable learning methods for multi-agent decision-making under uncertainty We devel-
oped scalable learning methods for the common case when a full model of the environment and
other agents is not available (e.g., interaction with an unknown object, new team members, un-
known humans). We developed methods that learn controllers for each agent from a small amount
of data (generated from a simulator or real-world experience) in large decentralized POMDPs
(Dec-POMDPs). A Bayesian nonparametric approach is used to learn both the size of the con-
trollers and the parameters which produce the highest value. We showed that the algorithm scales
to large problems while outperforming other state-of-the-art methods. We also developed methods
where agents learn while acting in noisy, partially observable domains. This method simulates pos-
sible futures to choose the action that will optimally balance gaining information about the model
and optimizing the underlying problem. As more time is available to simulate future outcomes,
the learning method will improve (converging to the optimal solution). Experimental results show
that we are able to provide high quality solutions to large multi-agent learning problems.

New Notions of Stability of Evolutionary Games: In collaboration between Martins and Shamma,
we are exploring new notions of solution of an evolutionary game for cases when certain passivity
conditions hold. We have made some preliminary progress reported in [NM4], where we propose
the new notions of integrability and non-positive correlation and show that they have computational
advantages and are equivalent to passivity. This will allow us to study new types of population
games, such as when there is a delay between the state and the corresponding payoff.

Convergence in matching markets. Online matching markets are becoming increasingly im-
portant for matching buyers and sellers. Standard methods for finding optimal matches require full
information about the value of all potential matches, which in practice is not available. We show
that there exist simple distributed learning algorithms that achieve near-optimality in polynomial
time even when market participants have no information about others valuations. The proofs use
novel techniques characterizing random walks on trees.

Convergence rates in weakly acyclic games. Previous research has shown that there exist fully
distributed learning algorithms that converge rapidly to equilibrium for congestion games, but to
date little is known about convergence rates in other classes of weakly acyclic games, such as
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coordination games, super-modular games, and dominance solvable games. We show that weak
acyclicity is not sufficient to guarantee fast convergence; in fact there exist very simple weakly
acyclic games such that virtually any distributed payoff-based learning algorithm takes exponen-
tially long (in the population size) to come close to Nash equilibrium. However if the system is
subject to aggregate shocks the learning process can be greatly accelerated. The source of these
shocks could be temporary blockages in communications so that agents cannot see the payoffs
from alternative strategies, or they could represent stochastic switching costs that make it costly to
switch between strategies. We derive a bound on the waiting time for the learning process to come
?-close to Nash equilibrium from an arbitrary initial state ; this bound is exponential in the number
of strategies, polynomial in ??? and independent of the population size. This paper is forthcoming
in Econometrica.

Achieving system optimality with fully distributed learning. We demonstrate a simple payoff-
based learning rule that is completely decentralized, and that leads to an efficient configuration of
actions in any n-person finite strategic-form game with generic payoffs. The algorithm requires no
communication: agents respond solely to changes in their own realized payoffs, which are affected
bythe actions of other agents in the system in ways that they do not necessarily understand. The
method can be applied to the optimization of complex systems with many distributed components,
such as the routing of information in networks and the design and control of wind farms. The proof
of the proposed learning algorithm relies on the theory of large deviations for perturbed Markov
chains.

Stochastic stability analysis in games with many players. We consider large populations of
agents who adjust their behavior using stochastic learning rules. We analyze the behavior of the
system when deviations from best reply have vanishingly small probability and the population size
is large. Transitions between equilibria can be described as solutions to continuous optimal control
problems. These are used in turn to characterize the asymptotics of the stationary distribution, and
so to determine the stochastically stable states.

Robust Distributed Routing in Dynamical Networks with Cascading Failures. Strong re-
silience properties of dynamical flow networks are analyzed for distributed routing policies. The
latter are characterized by the property that the way the inflow at a non-destination node gets split
among its outgoing links is allowed to depend only on local information about the current particle
densities on the outgoing links. The strong resilience of the network is defined as the infimum sum
of link-wise flow capacity reductions under which the network cannot maintain the asymptotic
total inflow to the destination node to be equal to the inflow at the origin. A class of distributed
routing policies that are locally responsive to local information is shown to yield the maximum
possible strong resilience under such local information constraints for an acyclic dynamical flow
network with a single origin-destination pair. The maximal strong resilience achievable is shown
to be equal to the minimum node residual capacity of the network. The latter depends on the limit
flow of the unperturbed network and is defined as the minimum, among all the non-destination
nodes, of the sum, over all the links outgoing from the node, of the differences between the max-
imum flow capacity and the limit flow of the unperturbed network. We propose a simple convex
optimization problem to solve for equilibrium limit flows of the unperturbed network that minimize
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average delay subject to strong resilience guarantees, and discuss the use of tolls to induce such
an equilibrium limit flow in transportation networks. Finally, we present illustrative simulations to
discuss the connection between cascaded failures and the resilience properties of the network.

Partially observable stochastic games. Partially observable stochastic games (POSGs) and de-
centralized partially observable Markov decision processes (Dec-POMDPs) are rich models for
competitive and cooperative decision-making under uncertainty, but providing solutions for these
models is often intractable. We studied ways the models can be decomposed by formalizing
the interface between local models as the influence agents can exert on one another. The re-
sulting influence-based abstraction substantially generalizes previous work on exploiting weakly-
coupled agent interaction structures. The influence-based approaches that we generalize have
shown promising improvements in the scalability of planning for more restrictive models. Thus,
our theoretical result serves as the foundation for practical algorithms that we anticipate will bring
similar improvements to more general planning contexts, and also into other domains such as
approximate planning, decision-making in adversarial domains, and online learning. Another ap-
proach for solving large Dec-POMDPs is by including realistic assumptions. The transition and
observation independent Dec-MDP is a general subclass that has been shown to have complexity in
NP (rather than NEXP), but optimal algorithms for this subclass are still inefficient in practice. We
provided an updated proof that an optimal policy does not depend on the histories of the agents, but
only the local observations (i.e., local states). We also developed a new algorithm based on heuris-
tic search that is able to expand search nodes by using constraint optimization. This approach can
increase scalability in terms of number of agents and problem size.

Propagation in large networks. We have developed a new model that falls between the very
coarse differential equation models for contagion that are based on a fully mixed assumption for
a large population and the very detailed simulation models that explicitly include every agent (in-
dividual in a population) as a node in a network to be studied. The new model includes both
a network graph and averaged, continuous subsystems representing communities within the net-
work. Thus the model is one of networked communities, which is a reasonable generalization of
the well-mixed model that allows for heterogeneity while still being simple enough to permit anal-
ysis. This is important since the ability to obtain analytical results can be very useful in determining
cause-effect relationships and in designing control schemes. We have studied the dynamics of the
new models including analysis of epidemic threshold effects and comparison to available perco-
lation theory results for the steady state of the system. We are also studying new and innovative
problems in consensus modeling, such as the influence of external information inputs to agents on
consensus in a network of communicating agents, the design of monitoring and control systems
for the detection and isolation of malicious agents in a consensus network, and development of
aggregate trust indices for agents from the point of view of an overall network.

Dynamic modes in large uncertain dynamic networks. We have continued our investigation
into a new approach to modal participation analysis of dynamic networks. In 2009 we published a
paper that announced that there was a dichotomy in modal participation analysis, while previously
mode in state participation was assumed to be equivalent to state in mode participation for a dy-
namic system. The dichotomy is being found to have important and fundamental implications for
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a wide range of issues in uncertain dynamic networks, including sensor placement, contingency
analysis, detection of oscillations, and controller placement.

Utility design for engineering systems. Optimizing the price of anarchy: Game theory is
emerging as a popular tool for distributed control of multiagent systems. In order to take advan-
tage of these game theoretic tools the interactions of the autonomous agents must be designed
within a game theoretic environment. A central component of this game theoretic design is the
assignment of a local objective function to each decision-maker. One promising approach to utility
design is assigning each agent an objective function in accordance with the agents Shapley value.
This method frequently results in games that possess many desirable features including the exis-
tence and efficiency of pure Nash equilibria. In this paper we explore the relationship between the
Shapley value utility design and the resulting efficiency of both pure Nash equilibria and coarse
correlated equilibria. To study this relationship we introduce a simple class of resource allocation
problems. Within this class of resource allocation problems, we derive an explicit relationship be-
tween the structure of the resource allocation problem and the efficiency of the resulting equilibria.
Lastly, we derive a bicriteria bound for this class of resource allocation problems. By bicriteria
bound, we mean a bound on the value of the optimal allocation relative to the value of an equilib-
rium allocation with additional agents.

State based potential games. A new design paradigm for networked control systems: There
is a growing interest in the application of game theoretic methods to the design and control of mul-
tiagent systems. However, the existing game theoretic framework possesses inherent limitations
with regards to these new prescriptive challenges. In this paper we propose a new framework,
termed state based potential games, which introduces an underlying state space into the framework
of potential games. This state space provides a system designer with an additional degree of free-
dom to help coordinate group behavior and overcome these limitations. Within the context of state
based potential games, we characterize the limiting behavior of two learning algorithms termed
finite memory better reply processes and log-linear learning. Lastly, we demonstrate the applica-
bility of state based potential games on two cooperative control problems pertaining to distributed
resource allocation and the design of local and distributed control laws.

Game design for distributed optimization: The central goal in multiagent systems is to design
local control laws for the individual agents to ensure that the emergent global behavior is desirable
with respect to a given system level objective. Ideally, a system designer seeks to satisfy this goal
while conditioning each agents control law on the least amount of information possible. Unfortu-
nately, there are no existing methodologies for addressing this design challenge. The goal of this
paper is to address this challenge using the field of game theory. Utilizing game theory for the
design and control of multiagent systems requires two steps: (i) defining a local objective function
for each decision maker and (ii) specifying a distributed learning algorithm to reach a desirable
operating point. One of the core advantages of this game theoretic approach is that this two step
process can be decoupled by utilizing specific classes of games. For example, if the designed ob-
jective functions result in a potential game then the system designer can utilize distributed learning
algorithms for potential games to complete step (ii) of the design process. Unfortunately, design-
ing agent objective functions to meet objectives such as locality of information and efficiency of
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resulting equilibria within the framework of potential games is fundamentally challenging and in
many case impossible. In this paper we develop a systematic methodology for meeting these objec-
tives using a broader framework of games termed state based potential games (introduced above).
State based potential games are an extension of potential games where an additional state variable
is introduced into the game environment hence permitting more flexibility in our design space.
Furthermore, state based potential games possess an underlying structure that can be exploited
by distributed learning algorithms in a similar fashion to potential games hence providing a new
baseline for our decomposition.

Maximizing system performance through distributed learning: In previous work we identi-
fied novel procedures for learning Nash equilibrium in general n-person games. These learning
rules are fully decentralized in the sense that agents do not receive any input from a central con-
troller. Furthermore they require minimal amounts of information about the behaviour of other
agents in the system. The key idea is that agents have a state variable (content/discontent) that
switches depending on the pattern of recent payoffs. Lower than expected payoffs trigger the
discontent state which involves frequent search; high payoffs lead to the content state with high
probability (in the content state search is infrequent). In recent work with Jason Marden and Lucy
Pao we show that this class of fully decentralized learning rules leads to maximum welfare config-
urations of the system with no central controller. Potential applications include the maximization
of power from wind farms.

Learning efficient equilibria in decentralized matching markets: Decentralized matching
platforms on the internet allow large numbers of agents to interact anonymously at virtually no
cost. Very little information is available to market participants and trade takes place at many dif-
ferent prices simultaneously. We propose a decentralized learning process in such environments
that leads to stable and efficient outcomes. Agents on each side of the market make demands of
potential partners and are matched if their demands are mutually compatible. Matched agents oc-
casionally experiment with higher demands, while unmatched agents lower their demands in the
hope of attracting partners. This learning process implements core allocations even though agents
have no knowledge of other agents’ strategies, payoffs, or the structure of the game, and there is
no central authority with such knowledge either.

Speed of convergence of learning rules in large populations: Consider a large population of
agents who update their behaviors based on noisy payoff information about alternative actions:
those with higher payoffs are chosen more frequently than those with lower payoffs. The resulting
dynamical system exhibits fast convergence if the expected waiting time until the process comes
near a Nash equilibrium is bounded above for all sufficiently large population sizes. Using stochas-
tic approximation theory we show that fast convergence holds for a number of important classes of
games, including coordination games, potential games, and supermodular games.

Game couplings: Learning dynamics and applications: Modern engineering systems consist
of multiple coupled subsystems. Such subsystems are designed with local (possibly conflicting)
goals, with little or no knowledge of the implementation details of other subsystems. Despite
the ubiquitous nature of such systems very little is formally known about their properties and
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global dynamics. We investigate such distributed systems by introducing a novel game-theoretic
construct, that we call game- coupling. Game coupling intuitively allows us to stitch together the
payoff structures of sub- games. In this work, we examine when do game couplings preserve or
enhance desirable properties of the original games, such as convergence of best response dynamics
and low price of anarchy.

Learning valuation functions: A core element of microeconomics and game theory is that con-
sumers have valuation functions over bundles of goods and that these valuation functions drive
their purchases. In particular, the value given to a bundle need not be the sum of values on the
individual items but rather can be a more complex function of how the items relate. Common
valuation classes considered in the literature include OXS, submodular, XOS, and subadditive val-
uations. Typically it is assumed that these valuations are known to the center or come from a
known distribution. In this work we initiate the study of the approximate learnability of valuation
classes in a distributional learning setting. We prove upper and lower bounds on the approxima-
tion guarantees achievable for learning over general data distributions by using only a polynomial
number of examples. We provide a nearly tight learning guarantee on the efficient learnability of
subadditive valuations that satisfy the property that that the value given to a bundle is at most the
sum of values on the individual items. We also provide nearly tight bounds for the subclass of XOS
(aka fractionally subadditive) valuations, also widely used in the Algorithmic Game Theory litera-
ture. We additionally leverage the structure of valuations in a number of interesting subclasses and
obtain algorithms with stronger learning guarantees. As an example, we use the fact that the XOS
valuations have an appealing syntactic description (namely an XOS function can be represented as
a depth-two tree with a MAX root and SUM inner nodes, where each such SUM node has a subset
of items with associated positive weights as leaves) and provide a target-dependent learnability
result for XOS functions; in particular, we provide efficient algorithms with stronger guarantees
for XOS functions of polynomial description length. To do so, we first prove a structural result
showing that a XOS function can be approximated well by the L-th root of a degree-L polynomial
over the natural feature representation of the set S, and then using this fact we reduce the problem
of learning such functions to the problem of learning a linear separator in a new feature repre-
sentation (algorithmically, one could use SVM with a polynomial kernel). Our work combines
central issues in economics with central issues in discrete convex optimization with central issues
in learning theory.

Iterative auction design for graphical valuations: In multi-item iterative auctions, the auction-
eer sets prices for the items she is selling, collects demands of the bidders at the current prices,
and updates the prices in response to bidders demand reports. Such auctions are commonly used
in practice, (for instance for selling spectrum, electricity, and natural resources) often without ef-
ficiency guarantees. On the other hand, the auction formats that are provably efficient (i.e., that
implement an outcome which maximizes the social welfare) are either restricted to limited en-
vironments (where bidders view different items as substitutes), or they lead to complex pricing
structures (e.g., the auctioneer may need to use a different price for each bundle). In this work,
we focus on the question of designing simple efficient iterative auctions for multi-item settings
that exhibit both value complementarity and substitutability. We start by restricting attention to a
special class of valuation functions, which we refer to as graphical valuations. Value functions that

27



belong to this class are associated with a value graph, nodes of which correspond to the items that
are being sold by the auctioneer. The edges of this graph capture the value complementarity and
substitutability exhibited by the items. We first study the case where the underlying value graph is
a tree, and provide an efficient iterative auction with a simple pricing structure. In particular, in the
iterative auction we obtain, the auctioneer offers a single nonanonymous price for each item, and
increases prices for the overdemanded items, and decreases them for underdemanded items until
an efficient allocation is found. We then consider the case of more general graphical value func-
tions, and show that for this case the efficient allocation problem can be formulated as the shortest
path problem on an appropriately defined graph. Using the linear programming formulation of this
shortest path problem, we obtain an iterative auction for general graphical valuations. The price
structure used in the corresponding auction is simple when the underlying graph is similar to a path
graph, and it becomes more complicated for graphs similar to complete graphs.

Power allocation policy for distributed estimation in wireless networks: An important prob-
lem in sensor networks is developing (distributed) algorithms for state estimation. When consider-
ing wireless sensor networks with limited energy available for communication, another important
problem is designing power allocation schemes aimed at ensuring good estimation performance
and network longevity. The problem increases in complexity if we impose the power allocation
scheme to be obtained in a distributed manner. We have designed a distributed algorithm which
computes a power allocation scheme aimed at ensuring accurate state estimates and at saving com-
munication energy. The distributed algorithm resulted from solving an optimization problem with
constraints. We analyzed how the power allocation scheme can be used for performing distributed
estimation under different assumptions on the information shared between sensors.

Performance evaluation of the consensus-based distributed subgradient method: An impor-
tant application of consensus algorithms, is to use them as a component in a distributed optimiza-
tion scheme. We investigated collaborative optimization of an objective function expressed as a
sum of local convex functions, when the agents make decisions in a distributed manner using lo-
cal information, while the communication topology used to exchange messages and information
is modeled by a graph-valued random process, assumed independent and identically distributed.
Specifically, we studied the performance of the consensus-based multi-agent distributed subgradi-
ent method and showed how it depends on the probability distribution of the random graph. For
the case of a constant stepsize, we first obtained an upper bound on the difference between the ob-
jective function, evaluated at the agents estimates of the optimal decision vector, and the optimal
value. Second, for a particular class of convex functions, we obtained an upper bound on the dis-
tances between the agents estimates of the optimal decision vector and the minimizer. In addition,
we obtained an expression for the rate of convergence to zero of the time varying component of
the aforementioned upper bound. The addressed metrics were evaluated via their expected values.
As an application, we showed how the distributed optimization algorithm can be used to perform
collaborative system identification and provided numerical experiments under the randomized and
broadcast gossip protocols.

Learning behaviors for coordination in stochastic networked systems: We considered the
problem of coordination for efficient joint decision making in networks of autonomous agents.
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When making a decision, an agent is influenced by its knowledge about others behaviors. Agents
understanding of others behaviors is shaped through observing their actions over a long time. We
have modeled the decision making on whether to cooperate in a group effort as a result of a series
of two-person games between agents, where the payoff of each agent is computed as the sum
of its payoffs from each of these games. The agents initially have different behaviors. In order
to maximize their pay-off, they need to learn the others behavior and coordinate with them. We
considered a behavior learning algorithm for a class of behavior functions and studied its effects on
the emergence of coordination in the network. The conditions under which the learning algorithm
converges were studied. We showed that for a class of linear functions the learning algorithm
results in an extension of non-homogeneous consensus protocol to the more general case of block-
stochastic matrices.

2.6 Networked operations
Norm-optimal control under sparse feedback interconnection: The sparsity pattern of a con-
trol system, which acts on a collection of subsystems, specifies the network of interconnections
among local controllers (each mounted at a subsystem). The design of norm-optimal controllers
constrained to a pre-specified sparsity pattern is a generalization of the long-standing open prob-
lem of designing optimal block-diagonal (decentralized) controllers. In 2010—2011, we proposed
the first extension of Youlas classical parameterization so as to accommodate quadratically invari-
ant (partially nested) sparsity constraints on the controller. It relies on the existence of a special
factorization that leads to a convex parameterization of all sparsity-constrained stabilizing con-
trollers. However desirable, the existence of such a special factorization cannot be predetermined
in general. Moreover, there are counterexamples that show that a convex parameterization of all
sparsity-constrained controllers may exist even when the aforementioned factorization does not. In
2011-2012, we obtained a significant extension of our prior results leading to a convex parameter-
ization that does not rely on the aforementioned factorization. In addition, we have shown that the
existence of a sparsity-constrained stabilizing controller is equivalent to the feasibility of an asso-
ciated exact model-matching problem that is tractable by existing techniques. This result leads to
the first systematic necessary and sufficient condition for the existence of a stabilizing controller
satisfying a pre-specified quadratically invariant (partially nested) sparsity constraint. We have also
proposed a systematic method to obtain a Youla-like parameterization of all stabilizing sparsity-
constrained controllers that can be used to cast norm-optimal design problems as tractable convex
programs. Unlike prior results, our method does not require knowledge of an “initial” stabilizing
solution.

Design of LTI distributed observers: Here we consider a collection of LTI observers that are
connected according to a pre-specified graph, and where each has access to a sub-partition of the
output of an LTI plant. The objective is to design observers that achieve asymptotic omniscience
of state of the plant, i.e., the estimate at each observer must converge to the state of the plant.
We provide necessary and sufficient conditions for the existence of such observers. Our method
is constructive and is rooted on the analysis of the fixed modes of an associated feedback system.
Unlike existing results, the fact that our distributed observers are LTI facilitates the use of frequency
domain methods for performance analysis in the presence of noise.
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Convergence results for the agreement problem on Markovian random topologies: We in-
vestigated the linear distributed asymptotic agreement(consensus) problem for a network of dy-
namic agents whose communication network is modeled by a randomly switching graph. The
switching is determined by a finite state, Markov process, each topology corresponding to a state
of the process. We addressed both the cases where the dynamics of the agents is expressed in
continuous and discrete time. We showed that, if the consensus matrices are doubly stochastic,
convergence to average consensus is achieved in the mean square and almost sure sense, if and
only if the graph resulting from the union of graphs corresponding to the states of the Markov
process is strongly connected. The aim of our work is to show how techniques from the theory of
Markovian jump linear systems, in conjunction with results inspired by matrix and graph theory,
can be used to prove convergence results for stochastic consensus problems.

Consensus-based linear distributed filtering: We investigated the consensus-based distributed
linear filtering problem, where a discrete time, linear stochastic process is observed by a network
of sensors. We assumed that the consensus weights are known and we first provided sufficient
conditions under which the stochastic process is detectable, i.e. for a specific choice of consen-
sus weights there exists a set of filtering gains such that the dynamics of the estimation errors
(without noise) is asymptotically stable. Next, we developed a distributed, sub-optimal filtering
scheme based on minimizing an upper bound on a quadratic filtering cost. In the stationary case,
we provided sufficient conditions under which this scheme converges; conditions expressed in
terms of the convergence properties of a set of coupled Riccati equations. Further we introduced a
consensus-based distributed filter, executed by a sensor network, inspired by the Markovian jump
linear system filtering theory. We showed that the optimal filtering gains of the Markovian jump
linear system can be used as an approximate solution of the optimal distributed filtering problem.
This parallel allowed us to interpret each filtering gain corresponding to a mode of operation of
the Markovian jump linear system as a filtering gain corresponding to a sensor in the network.
The approximate solution can be implemented distributively and guarantees a quantifiable level of
performance.

Asymptotic consensus problem on convex metric spaces: We introduced and investigated a
significant generalization of the consensus problem. A consensus problem consists of a group
of dynamic agents who seek to agree upon certain quantities of interest. The agents exchange
information according to a communication network modeled as a directed time-varying graph. A
convex metric space is a metric space on which we define a convex structure. In our work we
generalized the asymptotic consensus problem to convex metric spaces. Under weak connectivity
assumptions, we showed that if at each iteration an agent updates its state by choosing a point
from a particular subset of the generalized convex hull generated by the agents current state and
the states of its neighbors, then agreement is achieved asymptotically. As an application example,
we introduced a probabilistic algorithm for reaching consensus on discrete finite sets and showed
that it in fact fits our general framework. We further considered a variety of probabilistic versions
of this extension.

Consensus problem under vanishing communication weights: Another aspect of typical work
on distributed consensus problems is the neglect of the effects of vanishing communications be-
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tween the agents. We revisited the classical multi-agent distributed consensus problem under the
dropping of the assumption that the existence of a connection between agent implies weights uni-
formly bounded away from zero. We formulated and studied the problem by establishing global
convergence results in discrete time, under fixed, switching and random topologies. We studied
the application of the results to flocking networks.

Network formation and learning efficient topologies in collaborative control: We studied the
collaboration of autonomous agents of mobile autonomous network subject to constraints, such as
communication range constraints and power consumption constraints. Networks of mobile agents
(e.g. autonomous vehicles) rely heavily on wireless communications as well as sensing devices
for distributed path planning and decision making. Designing energy efficient distributed decision
making algorithms in these systems is challenging and requires that different task-oriented infor-
mation becomes available to the corresponding agents in a timely and reliable manner. We devel-
oped a systems engineering oriented approach to the design of networks of mobile autonomous
systems, in which a cross-layer design methodology determines what structures are to be used
to satisfy different task requirements. We identified a three-tier organization of these networks
consisting of connectivity, communication, and action graphs and studied the interaction between
them. It is expected that in each functionality of a network, there are certain topologies that facil-
itate better achievement of the agents objectives. Inspired from biological complex networks, we
proposed a bottom-up approach in network formation, in which small efficient sub-graphs (mo-
tifs) for different functionalities of the network are determined. A simulation test bed was used to
learn efficient sub-graphs (motifs) for local level communication. A dictionary of valid motifs was
provided and an algorithm for derivation of task dependent motifs was implemented. The group
mission consists of several tasks that the agents participate in. After the motif learning/extracting
phase, a hierarchical method of integrating the sub-graphs into efficient global topologies was im-
plemented. The overall network is thus formed as a combination of these sub-graphs. We showed
that the bottom-up approach to network formation is capable of generating efficient topologies for
multi-tasking complex environments.

Communication network challenges for collaborative vehicles: Networked systems of au-
tonomous mobile agents have emerged in a variety of applications such as collaborative robotics,
unmanned aerial/ground vehicles, mobile sensor networks and disaster relief operations. These
agents utilize wireless communications for distributed computing, control and decision-making.
Due to their limitations on energy supply, design and implementation of efficient distributed algo-
rithms are crucial for these systems. We reviewed different design aspects of networks of collab-
orative vehicles. We surveyed existing methods of addressing physical (PHY) and medium access
control (MAC) layer, routing, and geometric connectivity issues for such networks and showed
limitations of these designs that address only single layer issues. We argued that a system engi-
neering framework is needed for the design of such systems.

Expander families as information patterns for distributed control of vehicle platoons: Part
of our research is focused on identifying best topologies for communication in multi-agent multi-
tasking systems, including learning such topologies. We revisited the classical, and recently in-
tensively studied, problem of the distributed control of a 1-D vehicle platoon. A state space for-
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mulation was developed with the main objective being to understand the effects of the underlying
information exchange pattern, between the vehicles, on the control performance of the platoon.
The symmetric control case was considered where each vehicle gives equal weight to all the infor-
mation available to it in determining its control law. We showed that expander families of graphs
when used as information patterns result in stability margins decaying to zero at rate of at most
O(1/N); an improvement over the previously known O(1/N2) decay with nearest neighbor type
information patterns.

Distributed opportunistic scheduling protocol for multi-channel wireless ad-hoc networks:
In heavily constrained communication environments in multi-agent systems, agents must learn to
identify opportunities for communication and patterns of such opportunities. This leads to op-
portunistic (real-time) scheduling problems for communication between the agents. The topic of
opportunistic scheduling for wireless ad-hoc networks has been studied for single-channel net-
works in several recent works. Since now many wireless systems provide multiple channels for
data transmission, the opportunistic scheduling problem is of practical interest for networks with
multiple channels. We studied the problem of opportunistic scheduling for one type of ad-hoc
networks where the wireless spectrum can be divided into multiple independent sub-channels for
better efficiency. We started with a naive multi-channel protocol where the scheduling scheme is
working independently from sub-channel to sub-channel. We showed that the naive protocol can
only marginally improve the system throughput. We then developed a protocol to jointly consider
the opportunistic scheduling behavior across multiple sub-channels. We characterized the opti-
mal stopping rule and presented several bounds for the system throughput of the multi-channel
protocol. We showed that by joint optimization of the scheduling scheme across multiple sub-
channels, the proposed protocol improves the system throughput considerably in contrast to that of
single-channel systems.

Throughput-delay trade-off in wireless multi-hop networks via greedy hyperbolic embed-
ding: In multi-agent systems the communication network (and consequently its topology) should
be robust and designed with several metrics in mind. For example some tasks require excellent
delay performance, others require excellent throughput performance. Other metrics of interest in-
clude energy efficiency, trust and several others. Thus it is important to develop methodologies
capable of analyzing, and even controlling, the tradeoffs between the various metrics. Real time
applications over wireless multihop networks, demand routing/scheduling algorithms that achieve
desirable delay-throughput trade-offs, with high throughput and low end-to-end delay. The back-
pressure algorithm, has received much attention by the research community in the past few years,
as it satisfies the throughput optimal requirement. The backpressure algorithm performs routing
and scheduling based on congestion gradients, by allowing transmission to the links that maxi-
mize the differential backlog between neighboring nodes. However, by deploying routing without
using any information about the position or distance to the destination, it explores all possible
source-destination paths leading to undesirable high delays. In our recent work, we proposed a
new method of restricting the number of paths used by the backpressure algorithm, with the aid
of the greedy embedding of a network in the hyperbolic space. We proposed two algorithms,
the “Greedy” backpressure and the Greediest backpressure for both static and dynamic networks,
which consider the network embedded in the hyperbolic space and combine the greedy routing in
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hyperbolic coordinates with the backpressure scheduling. We proved analytically their through-
put optimality and studied through simulations the induced improvement in the delay-throughput
trade-off compared with the backpressure algorithm. We also investigated the coveted throughput-
delay trade-off in static wireless multihop networks based on a “computer-aided” design of the
backpressure scheduling/routing algorithm for networks embedded in hyperbolic space. Both rout-
ing and scheduling exploit the hyperbolic distances to orient the packets to the destination and
prioritize the transmissions correspondingly. The proposed design provides us with the freedom of
controlling its theoretical throughput optimality and of counterbalancing its practical performance
through simulations, leading to significant improvements of the throughput-delay trade-off.

2.7 Evolving and uncertain environments
Robust distributed routing in dynamical networks: We consider dynamical formulation of
network flows, where the network is modeled by a system of ordinary differential equations derived
from mass conservation laws on directed acyclic graphs with a single origin-destination pair and
a constant inflow at the origin. The rate of change of the particle density on each link of the
network equals the difference between the inflow and the outflow on that link. The inflow to a
link is determined by the total flow arriving to the tail node of that link and the routing policy
at that tail node. The outflow from a link is modeled to depend on the current particle density
on that link through a flow function. Every link is assumed to have finite capacity for particle
density and the flow function is modeled to be strictly increasing as density increases from zero
up to a certain point and is then strictly decreasing until it becomes zero for the maximum particle
density. We derived new results on resilience of such networks under distributed routing policies
towards perturbations that reduce link-wise flow functions. In particular, we propose an algorithm
to compute an upper bound on the maximum resilience over all distributed routing policies, and a
lower bound based on the analysis of a specific routing policy. These results highlight the role of
cascades on the resilience of the network.

Clustering stable instances: Problems of clustering data from pairwise distance information are
ubiquitous in science. A common approach for solving such problems is to view the data points
as nodes in a weighted graph (with the weights based on the given pairwise information), and then
to design algorithms to optimize various objective functions such as k-median or min-sum. For
example, in the k-median clustering problem the goal is to partition the data into k clusters Ci, giv-
ing each a center ci, in order to minimize the sum of the distances of all data points to the centers
of their cluster. In the min- sum clustering approach the goal is to find k clusters Ci that mini-
mize the sum of all intra- cluster pairwise distances. Yet unfortunately, for most natural clustering
objectives, finding the optimal solution to the objective function is NP-hard. As a consequence,
there has been substantial work on approximation algorithms with both upper and lower bounds on
the approximability of these objective functions on worst case instances. Distances between data
points in clustering instances are often based on a heuristic measure, and accordingly, interesting
instances should be resilient to small perturbations in these distances. In particular, if small per-
turbations can cause the optimum clustering for a given objective to change drastically, then that
probably is not a meaningful objective to be optimizing. Motivated by such considerations, recent
work proposed analyzing objective based clustering problems under the assumption that the opti-
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mum clustering to the objective is preserved under small multiplicative perturbations to distances
between points. In our work, we provide several results within this framework. For separable
center-based objectives (which include the classic k-means and k-median objectives), we present
an algorithm that can optimally cluster instances resilient to 1+

√
2-factor perturbations, solving an

open problem. For the k-median objective, we additionally give algorithms for a weaker, relaxed,
and more realistic assumption in which we allow the optimal solution to change in a small fraction
of the points after perturbation. We also provide positive results for min-sum clustering which is
a generally much harder objective than k-median (and also non-center-based). Our algorithms are
based on new linkage criteria that may be of independent interest.

Learning in Markov games: Partially observable stochastic games (POSGs) and decentralized
partially observable Markov decision processes (Dec-POMDPs) are rich models for competitive
and cooperative decision-making under uncertainty, but providing solutions for these models is
often intractable. We studied ways the models can be decomposed by formalizing the interface
between local models as the influence agents can exert on one another. The resulting influence-
based abstraction substantially generalizes previous work on exploiting weakly-coupled agent in-
teraction structures. The influence-based approaches that we generalize have shown promising
improvements in the scalability of planning for more restrictive models. Thus, our theoretical
result serves as the foundation for practical algorithms that we anticipate will bring similar im-
provements to more general planning contexts, and also into other domains such as approximate
planning, decision-making in adversarial domains, and online learning. Another approach for
solving large Dec-POMDPs is by including realistic assumptions. The transition and observation
independent Dec-MDP is a general subclass that has been shown to have complexity in NP (rather
than NEXP), but optimal algorithms for this subclass are still inefficient in practice. We provided
an updated proof that an optimal policy does not depend on the histories of the agents, but only the
local observations (i.e., local states). We also developed a new algorithm based on heuristic search
that is able to expand search nodes by using constraint optimization. This approach can increase
scalability in terms of number of agents and problem size.

Trust-based multi-agent filtering for increased smart grid security: We addressed the prob-
lem of state estimation of the power system for the Smart Grid. We assumed that the monitoring of
the electrical grid is done by a network of agents with both computing and communication capabil-
ities. We proposed a security mechanism aimed at protecting the state estimation process against
false data injections originating from faulty equipment or cyber-attacks. Our approach is based
on a multi-agent filtering scheme, where in addition to taking measurements, the agents are also
computing local estimates based on their own measurements and on the estimates of the neigh-
boring agents. We combined the multi-agent filtering scheme with a trust-based mechanism under
which each agent associates a trust metric to each of its neighbors. These trust metrics are taken
into account in the filtering scheme so that information transmitted from agents with low trust is
disregarded. In addition, a mechanism for the trust metric update is also introduced, which ensures
that agents that diverge considerably from their expected behavior have their trust values lowered.
This problem represents an interesting learning problem as trust values are learned from observing
the agents actions.
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Selfish response to epidemic propagation: Spreading information via various means in a sys-
tem of networked agents has substantial effects on their decision making. Learning is an important
aspect of such problems. An epidemic that spreads in a network calls for a decision on the part
of the network users. They have to decide whether to protect themselves or not. Their decision
depends on the trade-off between the perceived infection and the protection cost. Aiming to help
users reach an informed decision, security advisories provide periodic information about the in-
fection level in the network. We studied the best-response dynamic in a network whose users
repeatedly activate or de-activate security, depending on what they learn about the infection level.
Our main result is the counterintuitive fact that the equilibrium level of infection increases as the
users learning rate increases. The same is true when the users follow smooth best-response dynam-
ics, or any other continuous response function that implies higher probability of protection when
learning a higher level of infection. In both cases, we characterized the stability and the domains
of attraction of the equilibrium points. Our finding also holds when the epidemic propagation is
simulated on human contact traces, both when all users are of the same best-response behavior
type and when they are of two distinct behavior types.

Reachability analysis for linear set-dynamics driven by random sets: An important challenge
in the multi-layer framework for studying multi-agent systems is the ability to estimate what can
be achieved under various constraints. Such problems can be formulated as reachability problems
in appropriately chosen state spaces. The uncertainties involved lead to consideration of set-valued
dynamical systems. We initiated such studies in where we studied linear setdynamics driven by
random convex compact sets (RCCSs), and derived the setdynamics of the expectations of the
associated reach sets as well as the dynamics of the corresponding covariance functions. We estab-
lished that the expectations of the reach sets evolve according to deterministic linear setdynamics
while the associated dynamics of covariance functions evolves on the Banach space of continuous
functions on the dual unit ball. The general framework was specialized to the case of Gaussian
RCCSs, and it was shown that the Gaussian structure of random sets is preserved under linear
setdynamics of random sets.

Social networks over wireless networks: We considered the formation, operation and mainte-
nance of dynamic social networks (among human users) supported by technological communica-
tion networks such as wireless networks, or hybrid wireline-wireless networks. The technological
(physical) networks of interest display dynamic behavior in several dimensions, including vari-
able connectivity, variable congestion, variable link characteristics. As broadband wireless devices
and networks are becoming ubiquitous these human-machine systems, that combine the social as-
pects and behavioral activities of humans with the technological characteristics of the underlying
physical networks, provide several important challenges in efforts to model them, evaluate their
performance and dynamically control them so certain performance requirements are met. These
include combinations of performance, trust, privacy, energy efficiency. We developed novel models
for these complex human-machine systems that incorporate social network behavioral models and
wireless network models that are inspired from statistical physics (hyperbolic graphs). We inves-
tigated the performance of wireless network protocols that support and respond to the constraints
implied by the social network they support.
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7 Honors & Awards
• Eyad Abed

– Appointed as a DeTao Master in Systems and Control: New Information Technology,
Beijing DeTao Masters Academy, a high-level, multi-disciplined, application-oriented
higher education institution in Shanghai, China (January 2014).

• Maria-Florina Balcan

– Sloan Research Fellowship, 2014

– Program Chair for the 27th Annual Conference on Learning Theory (COLT) 2014.

• John S. Baras

– Elected Fellow of the Society for Industrial and Applied Mathematics (SIAM) “for
contributions to systems theory, stochastic control, and communication networks”

– Tage Erlander Guest Professorship by the Swedish ResearchCouncil

– Hans Fischer Senior Fellowship from the Institute of Advanced Studies (IAS) of the
Technical University of Munich (TUM)

– Best Student Paper Finalist, 2013 American Control Conference

– Best Student Paper Finalist, 2013 IEEE Conference on Decision and Control

– Dissertation Fellowship for advisee Anup Menon, U of Maryland College Park.

– Plenary speaker: General Electric Global Research Controls Symposium, 9th Carnegie
Mellon University Electricity Conference, 2nd Hellenic Forum for Science, Innovation
and Technology.

– Invited speaker: University of Pennsylvania, United Technologies Research Center,
Xerox PARC, UC Berkeley TRUST Center, Stanford University, University of Notre
Dame, NIST, University of Minnesota, University of Thessaly, University of Thessa-
loniki.

• Munther Dahleh

– William Coolidge Institute Chair, MIT

– Plenary speaker: Mediterranean Conference on Control and Automation, June, 2014.

– Invited speaker: Workshop on “Robustness in Identification, Control ... and Beyond”,
Siena, Italy, September 2014.

• Leslie Kaelbling

– Best-paper award at the 2014 International Conference on Autonomous Agents and
Multi-Agent Systems (AAMAS).

– Nominated for the best paper award at the 2015 Robotics: Science and Systems Con-
ference (RSS).
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• Nuno Martins

– Program vice-chair for the IEEE CDC in 2013 and 2014

– Director of the University of Marylands Robotics Center 2012-2014

– Co-organizer (jointly with Anders Rantzer and Naomi Leonard) of the IMA workshop
on Distributed Control and Decision Making Over Networks, September 28 October
2, 2015

• Asu Ozdaglar

– Recipient of Spira teaching award from MIT EECS

– Plenary speaker: Modeling and Optimization: Theory and Applications (MOPTA),
Lehigh University.

– Invited talk: “Stochastic gradient methods”, IPAM, UCLA.

• Jeff Shamma:

– Plenary Speaker: IEEE Conference on Decision and Control, December 2013.

– Invited Speaker: KAUST, February 2014; Cornell University, April 2014; University
of Montreal, May 2014; Workshop on “Robustness in Identification, Control ... and
Beyond”, Siena, Italy, September 2014.

• Peyton Young

– Plenary speaker: International Game Theory Conference, State University of New
York, Stony Brook, July 2013; Conference on Mathematics of Social Learning, UCLA,
January 2014; Sackler Colloquium of the National Academy of Sciences, January
2014; Conference on Financial Interconnectedness, International Monetary Fund, May
2014; 70 Years of Game Theory, Tinbergen Institute, Amsterdam, June 2014.

– Invited speaker: American Economic Association Annual Meeting, January 2014; Uni-
versity of Glasgow, February 2014; University of Cambridge, May 2014.

– Plenary Speaker:International Game Theory Conference, State University of New York
atStony Brook, July 2014

– Invited speaker:University of Cambridge, August 2014;Stanford University, September
2014; University of Rotterdam, May 2015.

8 Transitions
• Christopher Amato became faculty at the University of New Hampshire in January, 2015.

Peyton Young: Collaboration with control theorists Jason Marden and Lucy Pao (University
of Colorado).

• Discovery of Fast network consensus algorithm and application to fast distributed optimiza-
tion and consensus prediction from an observed subset of system nodes.
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• Discovery of Analytical conditions for epidemic outbreak for networks of interacting com-
munities, and validation using percolation theory for large networks and simulation.

• Ph.D. student Xiaoya Wei (University of Maryland) worked as an intern at Facebook in
summer 2015; he is considering joining the company upon completion of his Ph.D. (expected
Dec. 2015).

9 New Discoveries
None to report.
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